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Many of the slides in this lecture are adapted from the sources below. Copyrights belong to the original authors.
• Stanford CS336: Language Modeling from Scratch, Spring 2024, by Profs. Tatsunori Hashimoto,  Percy Liang, 

https://stanford-cs336.github.io/spring2024/
• Stanford CS229S: Systems for Machine Learning, Fall 2023, by Profs. Azalia Mirhoseini, Simran Arora, 

https://cs229s.stanford.edu/fall2023/
• Prof. Danqi Chen (Princeton), “Training Large Language Models; Practices and Research Questions,”  Talk for Simon Institute 

of the Theory of Computing, Sept 2024, https://simons.berkeley.edu/talks/danqi-chen-princeton-university-2024-09-05
• Kyle Lo, Akshita Bhagia, Nathan Lambert, “Opening the Language Model Pipeline: A Tutorial on Data Preparation, Model 

Training and Adaptation,” a Tutorial for NeurIPS 2024, Dec 2024.
• Nathan Lambert, “How to approach post-training for AI applications,” Infer// NeurIPS 2024, Dec 2024.
• Nathan Lambert, “The State of Post-Training”, Jan 2025.
• Nathan Lambert, “Aligning Open Language Models,” Guest Lecture for Stanford CS25: Transformer United V4, Spring 2024.
• Princeton COS597R: Deep Dive into Large Language Models, Fall 2024, by Prof. Danqi Chen and Sanjeev Arora, 

https://princeton-cos597r.github.io
• Princeton COS597G: Understanding Large Language Models, Fall 2022, by Prof. Danqi Chen, 

https://www.cs.princeton.edu/courses/archive/fall22/cos597G/
• CMU 11-667: Large Language Models: Methods and Applications, Fall 2024, by Profs. Chenyan Xiong and Daphne Ippolito,  

https://cmu-llms.org
• CMU 11-711: Advanced Natural Language Processing (ANLP), Spring 2024, by Prof. Graham Neubig, 

https://phontron.com/class/anlp2024/lectures/
• MIT 6.5940: TinyML and Efficient Deep Learning Computing, Fall 2024, by Prof. Song Han, 

https://hanlab.mit.edu/courses/2024-fall-65940
• Yann Dubois, “Introduction to Building LLMs,”  Guest Lecture for Stanford CS229 Machine Learning, Aug 2024 

https://www.youtube.com/watch?v=9vM4p9NN0Ts ; https://drive.google.com/file/d/1B46VFrqFAPAEj3kaCrBAtQqeh2_Ztawl
• CUHK-SZ CSC6203: Large Language Models, Fall 2024

• by Prof. Benyou Wang, https://llm-course.github.io ; https://github.com/FreedomIntelligence/CSC6203-LLM
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Overview of Post Training
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The raw pre-trained LMs are neither safe nor robust for public use and interactions, thus 

require “alignment” between AI and humans.

Language model adaptation

Follow natural language instructions

Be aware of harmful behaviors

Respond according to human preference

Improve core skills
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Post-Training (aka Adaptation, Fine-tuning, instruction-tuned)

Translate cheese from 
English to French 

Translate cheese from English to Spanish

Translate cheese from French to English

The French word for cheese is " fromage".
The pronunciation is as follows:

froh-MAHZH

Response from a pre-trained model Response from a post-trained modelPrompt

“Pre-trained” LLMs are trained solely based on next word prediction on vast 
amounts of text data (e.g. the internet). 

They need further post-training/ adaptation/ finetuning to be able to follow 
instructions, be useful and safe !

All commercial models such as GPT4, Claude or Gemini are extensively post-
trained for usefulness and safety 



Different Types of Post-Training

● Supervised Finetuning (SFT) / Instruction Finetuning (IFT)
● Human Preference Finetuning (PreFT) / Alignment

○ RLHF (Reinforcement Learning from Human Feedback)
○ Direct Preference Optimization (DPO)
○ Constitutional AI with RLAIF (Reinforcement learning from AI 

feedback)

● Reinforcement Learning and Advanced Tuning
○ e.g. RL with Verifiable Rewards

Comparing to Pre-training,  Research & Practice of  
Post-Training is still RAPIDLY evolving !

https://www.deeplearning.ai/the-batch/issue-210

https://www.deeplearning.ai/the-batch/issue-210


Initial approaches to modern post-training (pioneered by ChatGPT)

ChatGPT blog post:
We trained this model using 
Reinforcement Learning from Human 
Feedback (RLHF), using the same 
methods as InstructGPT, but with slight 
differences in the data collection setup.

Ouyang et al. 2022. InstructGPT.



Initial approaches to modern post-training

From: https://www.interconnects.ai/p/frontier-model-post-training



Initial approaches to modern post-training

Three stage approach:

1. Instruction tune base model.
2. Collect preference data & train Reward model.
3. Fine-tune with RL.

Focus on general chat capabilities (this was new at the time!)



Initial (by now outdated) LLM Development Flow

Instruction tuning,
Domain-specific finetuning

(Supervised)

Human and/or AI feedback tuning
(Reinforcement Learning)

Evaluations on downstream tasks

Pre-training (Unsupervised)

Zero-shot, few-shot, 
chain-of-thought prompting



Current Frontier Model Post-Training

Complex process for:

● Addressing many capabilities and evaluations.
● Leveraging synthetic data and scaled human data pipelines.



An Example of Current Frontier Model Post-Training

Source: Dubey, Abhimanyu, et al.  2024. Llama 3.



Another Example of Current Frontier Model Post-Training

Source: Adler, Bo, et al. 2024. Nemotron-4 340B.



Yet another Example of Current frontier model Post-Training

Source: Lambert, Nathan  et al.  2024. Tülu 3.



Source: Lo, Bhagia, Lambert – Language Modeling Tutorial 
NeurIPS Dec 2024

Summary: Two eras of Adaptation Pipelines

From: https://www.interconnects.ai/p/frontier-model-post-training



Current Frontier Model Post-Training

Three training objectives are most popular:

1. Supervised Finetuning – teach formatting and for base of 
instruction following abilities.

2. Preference Finetuning – align to human preferences (and 
smaller bump in capabilities).

3. Reinforcement Finetuning – final stage to boost performance 
on verifiable tasks.



Getting the ingredients to start post-training

Successful adaptation starts with:

1. Meaningful evaluations for targeted skills, and
2. Prompts of representative queries for said skills.



Getting the ingredients to start Post-Training: Evaluation

Post-training with modern 
language models can target:

● Specialized models (0-3 
skills): e.g. Math / Code 
models

● General models (many 
skills): e.g. Instruct models

Example evaluation set from Tülu 3 general adapted models.
Unseen evaluations used to test generalization.

Lambert, Nathan  et al.  2024. Tülu 3.



Getting the ingredients to start post-training: Prompts

All post-training stages require prompts in distribution of tasks.

Example prompt budget:

● Supervised Finetuning – ~1 million.
● Preference Finetuning – ~1 million, partial overlap with SFT can be useful.
● Reinforcement Finetuning – ~10 - 100 thousand (data less available)

o Large variance on these numbers is possible.



Details on Different Types (Stages) of Post Training
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Part I. Supervised Fine Tuning (SFT) / Instruction Tuning
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Recap: The Initial approach in Post Training
Imitation (SFT) followed by Reinforcement Learning with Human Feedback



The role of Supervised Fine Tuning / Instruction Tuning

Accomplishes two primary tasks:
1. Adapt base model to specific style of input for chat interactions.
2. Ability to include system prompts, multi-turn dialogues, and other chat 

templates.

A very large proportion of post-training gains come from the SFT stage!

<|system|>
You’re a helpful agent
<|end|>
<|user|>
{query}
<|end|>
<|assistant|>{Answer goes here}

System prompt
Special 
tokens 



Supervised Fine Tuning (SFT)



Instruction Tuning Data Examples

Finetuned language models are zero-shot learners. Wei, Bosma, Zhao, Guu, et. al, 2021
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Stack Overflow :
What makes a transformer a transformer?, nbro 2021

Example instruction



How to Generate Instruction Tuning Data
● Human-generated: instruct human workers to generate various types of data

○ E.g. question answering, style transfer, recommendations, summarization, 
rule-based problems

● Template-based: Add templates on top of existing labeled data
● AI-generated: instruct another AI (which is instruction-finetuned) to generate the 

data

Finetuned language models are zero-shot learners. Wei, Bosma, Zhao, Guu, et. al, 2021



Key idea: Self-instruct / Synthetic data

Start: N high-quality (often human) prompts

Ask a strong LM: Create a modified version 
of these instructions.

Generate completions with another (or 
same) strong LM.

End: Easily 10x more (synthetic) training 
data!

(synthetic data = text generated by another LLM)

Taori et al. 2023. Alpaca.

Wang et al. 2022. Self-Instruct.



SFT design process

Two repeated and parallelizable tracks:

1. Data mixing: Take existing datasets, combine them with existing mix, 
observe performance.
a. Substantial effort in trying to remove data and maintain 

performance.
b. Start fully with mixing before curation.

2. Data curation: Take evaluations you are behind on and create new 
data.



Building SFT data

Simple part of SFT data is “quality” of response:

● Synthetic completions are used extensively. Strong models (GPT-4o, 
Llama 3.1 405B, etc.) are becoming more useful for generating completions 
to most instructions.

● Human data is needed for out-of-distribution or new tasks.
● [Optionally] Filter responses based on quality or correctness.

Largely undocumented is how to control “style” during SFT.



Supervised Fine Tuning Datasets



Supervised Fine Tuning Datasets



First Open Chat Tuned models

Alpaca
13 Mar. 2023
● 52k self-instruct style data distilled 

from text-davinci-003
● Model weight diff. to LLaMA 7B
https://crfm.stanford.edu/2023/03/13/alpaca.html

Vicuna (lmsys/vicuna-7b-delta-v0)
30 Mar. 2023
● Fine-tunes ChatGPT data from 

ShareGPT
● LLaMA 7B and 13B diff’s
● Introduces LLM-as-a-judge
https://lmsys.org/blog/2023-03-30-vicuna/

Koala
3 Apr. 2023
● Diverse dataset (Alpaca, Anthropic 

HH, ShareGPT, WebGPT…)
● Human evaluation
● LLaMA 7B diff.
https://bair.berkeley.edu/blog/2023/04/03/koala/

Dolly
12 Apr. 2023
● 15k human written data
● Trained on Pythia 12b

https://www.databricks.com/blog/2023/04/12/dolly
-first-open-commercially-viable-instruction-tuned-
llm

https://crfm.stanford.edu/2023/03/13/alpaca.html
https://lmsys.org/blog/2023-03-30-vicuna/
https://bair.berkeley.edu/blog/2023/04/03/koala/
https://www.databricks.com/blog/2023/04/12/dolly-first-open-commercially-viable-instruction-tuned-llm


Looking inside some Instruction Tuning Datasets



Some Random Examples from FLAN



Some Random Examples from Alpaca



Some Random Examples from OpenAssistant



Variations across Different Datasets

● Response Length and Bullet Points (Style variations)

● References, other Complex Knowledge

● Scale

● Safety

These Factors will affect the resultant Model trained by the 
dataset(s) !



Style Variations in Datasets and Models

● Large variation in response length across different Models !
Source: [Wang+ 2023]



References, Complex Knowledge and Factuality



Knowledge Extraction and Alignment



Knowledge Extraction and Alignment



Takeaways on Knowledge Extraction and Alignment

● You may not want to fine-tune on Tail Knowledge, even if 
that’s the LM’s use case

● In principle, ‘RL’ style correctness feedback could help

● Knowledge Storage and Extraction in LMs is messy and 
nuanced !



Safety-Tuning

● LMs are widely deployed to End-users, and thus need some safety controls



Safety-Tuning

● A bit of instruction tuning can drastically change safety profiles



Safety-Tuning

● The Challenge is really to balance between safety and over-refusals



Safety-Tuning with just a little data

● Significant Improvements to safety with ~500 samples !

o Adding 500 Alpaca-style examples makes models follow safety guidelines



Small but targeted Safety Tuning can balance Trade-offs

● Adding 500 Alpaca-style safety examples do not compromise performance 
too much



Supervised Finetuning / Instruction Tuning Mechanism

Supervised Finetuning (SFT) Recipe:

● Predict the next token
● Calculate the loss
● Add the next token to the current 

input sequence
● Repeat

Cross entropy loss:

LSFT = - mean(Σtlog p(xt+1|x1x2,...,xt-1))

https://cameronrwolfe.substack.com/p/language-model-training-and-inference

Sequence so far

target token



Data Mixture of Instruction Tuning datasets



Scale of Instruction Tuning



Scale can be quite Small



Scale can be quite Small



Scale can be even Smaller



Scale can be even Smaller



Scaling up Instruction Tuning



Emerging Trend: Turning Instruction-Tuning into Pretraining



"Two-Phase Training”



How can we SFT Efficiently?



Instruction Tuning on a Budget



PEFT: Parameter Efficient Finetuning

● Cost: Finetuning become increasingly expensive in terms of memory 
and compute requirements

● Deployability: In addition, the memory and deployment cost of a totally 
different large model for each new task is very costly

● Key idea behind PEFT: Instead of finetuning the entire model, finetune a 
small number parameters



PEFT at a Glance

● PEFT reduces the cost of finetuning by:
○ Limiting finetuning to only parts of the model (e.g. a few of the layers)
○ Or adding a small number parameters to the model and ONLY finetuning 

those

● Advantages:
○ Significantly lower cost of finetuning for new tasks
○ Maintaining the capabilities of the original pre-trained model and avoiding 

“forgetting”



Finetuning Memory Cost

● Finetuning a model could take >10x the size of trainable 
parameters

● Factors that contribute to this cost:
○ Trainable parameters
○ Activations
○ Gradients 
○ Optimizer parameters 



PEFT Categories

● Selective Models
○ Select a subset of parameters of the model and only finetune those
○ A common approach: freeze the bottom layers and update only the top layers
○ Sparsely and adaptively select a subset of parameters 

● Additive or Adaptive Models
○ Augment the existing pre-trained model by adding new layers or extra 

parameters and finetune only the new parameters
○ Soft-prompts: Scale and retrain the input embedding parameters
○ Reparametrization: Leverage low-rank property of trainable weights to 

minimize memory footprint
● Hybrid approaches that combine a subset of above

Scaling Down to Scale Up: A Guide to Parameter-Efficient Fine-Tuning, Lialin et. al 2023 



Some Representative PEFT methods



Additive Models: Soft prompts
● Prompt tuning: prepend the input embeddings with task-specific prompts
● Each prompt has its own dedicated trainable parameters (“soft prompt”)
● Train the soft prompt via back propagation

Lester et. al The Power of Scale for Parameter-Efficient Prompt Tuning, 2021 

Pθp(Y|p1, p2, p3,...,pm, x1, x2, x3,...,xt)

m: tunable prompt token length
e:  learnabe token embedding size   
θp: finetuned parameters of size m x e 



Prompt Tuning vs. Traditional Finetuning

● Model Tuning: A single model is 
finetuned for each new task 

● Model Tuning Multi-task: A single 
model is tuned on all tasks 
jointly, with a text prefix to 
specify the task

● Prompt Design: model is frozen 
and tasks are described with few 
shot prompts

● Prompt Tuning: A single frozen 
model across many tasks

Lester et. al The Power of Scale for Parameter-Efficient Prompt Tuning, 2021 



Prompt Tuning Hyper-parameters

Lester et. al The Power of Scale for Parameter-Efficient Prompt Tuning, 2021 



Prompt Tuning Beyond the Embedding Layer

* Liu & Zheng et. al, GPT understands too, 2021
**Li & Liang, Prefix-Tuning: Optimizing Continuous Prompts for Generation, 2021
** Liu, Ji, Fu et. al, P-Tuning v2: Prompt Tuning Can Be Comparable to Fine-tuning Universally Across Scales and Tasks, 2022 

P-Tuning v2

● Prompt Tuning and P-Tuning* focus 
on the initial layer

● Extending prompt tuning to deeper 
layers along with reparametrization
(e.g. an MLP layer on top of the 
prompts) can improve performance, 
but this is shown to be task-
dependent**

Av
er

ag
e 
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e

Model size



Adapter Models: LLaMA-Adapter* 

● A lightweight approach to efficiently 
finetune LLMs into an instruction-following 
model

● A set of trainable prompts are prepended to 
input tokens

● An attention mechanism with zero gating on 
the added prompts adaptively injects the 
new instructions to the model

* Zhang, Han, Liu , Peng Gao et. al, LLaMA-Adapter: Efficient Fine-tuning of Language Models, 
2023 with Zero-init Attention, 2023



LLaMA-Adapter: Gated Attention for Prompt Tuning

● Consider “m” adaptor trainable prompt tokens 
and a sequence of size “t”

● S = QK.T/sqrt(d_model)
● S = [Sm; St] (dividing based on whether they 

represent adaptor tokens or not)
● Softmax = [Softmax(Sm).g; Softmax(St)]

○ g is a learnable gating factor initialized 
with zero that gradually increases in 
magnitude for providing more instruction 
semantics to the model

● The adaption prompts progressively inject the 
new instruction data into the model, while 
simultaneously leveraging the existing 
knowledge of the pre-trained model

m

t* Zhang, Han, Liu , Peng Gao et. al, LLaMA-Adapter: Efficient Fine-tuning of Language Models, 
2023 with Zero-init Attention, 2023



Comparing Different Prompt Tuning Methods 

Traditional Finetuning
Prompt Tuning*
P- Tuning V2**
P- Tuning V2 (re-impl)
LLaMA-Adapter***

* Li & Liang, Prefix-Tuning: Optimizing Continuous Prompts for Generation, 2021
** Liu, Ji, Fu et. al, P-Tuning v2: Prompt Tuning Can Be Comparable to Fine-tuning Universally Across Scales and Tasks, 2022
*** Zhang, Han, Liu , Peng Gao et. al, LLaMA-Adapter: Efficient Fine-tuning of Language Models, 2023 with Zero-init Attention, 2023



LoRA: Low Rank Adaptation for LLMs1

LoRA is a re-parameterization 
technique

● Trainable low-rank weight 
matrices A & B are added to 
the model and finetuned

● The existing model 
parameters remain frozen 
during finetuning

LoRA: Low Rank Adaptation for Large Language Models, Hu & Shen et. al, 2021

Low-rank matrices A 
& B have outer and 
inner dimensions 
r<<d.

Only matrices A and B 
are trained during 
finetuning.

r<< d



Adapting to new tasks by training only matrices A & B

Task 1

Task 2

Task 3

For each new task (e.g. 
summarization, sql-assistant, 
medical-assistant, math tutor), 
trainabe weight matrices A and 
B are updated.

Model switches between tasks 
by only swapping the 
corresponding low-rank weight 
matrices.

LoRA: Low Rank Adaptation for Large Language Models, Hu & Shen et. al, 2021



LoRA Does Not Affect Latency 
Regular feedforward:

h = Wx

Feedforward with LoRA:

h =  Wx + BAx = (W + BA) x

Update W once LoRA finetuning is done:

WLoRA = W + BA

● Smaller Optimizer state (A, B). Other parameters can be 
lower precision

● Still need to compute forward and backward passes 
(compute is similar)



How to Apply LoRA to Transformers?

● LoRA is applied to the self-attention layer
● Rank r needs to be finetuned for new tasks
● A small r could be sufficient for many tasks 
● r << d_model
● Applying on Wq and Wv have empirically shown best results

Ø Very small set of updates, nearly as good as doing LoRA on everything!

O



QLoRA – Adding on Quantization

● A significant fraction of open-source, enthusiast alignment works involve 
QLoRA



QLoRA in Action

● 1/3 the Memory, similar performance – Matches 16 bit performance !



Key Takeaways for SFT / Instruction Tuning

● Instruction Tuning on Desired Behaviors –
○ Style, Factuality (or Popularity), safety, etc.

● Instruction Tuning (SFT) works best when we are just extracting pre-training 
behaviors, not adding new ones.

● Adding NEW (factually correct !) data can sometimes hurt because it will 
make Hallucination worse

● Small amount of the right kinds of behavior (safety, instruction-following, 
style) make a big difference.

● Instruction Tuning and Pretraining are increasingly merging together
● Instruction Tuning can be done with very little scale and memory 

○ Via Parameter Efficient Fine Tuning (PEFT) approaches


